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Adaptive fuzzy modeling for nonlinear systems
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Abstract: The author proposes a new self-tuning fuzzy modeling by means of fuzzy competitive leamning. Based on fuzzy
competitive leaming, the adaptive fuzzy inference is used in fuzzy system. Moreover, based on this modified fuzzy system, the
paper presents an on-line identifying algorithm with which the on-line parameter estimation of nonlinear system is realized. To
demonstrate the applicability of the proposed method, simulation results are presented at the end of this paper.
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1 Introduction

As for dynamic systems with complex, ill-condi-
tioned, or nonlinear characteristics, the fuzzy model
based on fuzzy sets is a very useful method to describe
the properties of dynamic systems using fuzzy inference
rules. Many kinds of fuzzy model for modeling and con-
trol have been developed since Takagi-Sugeno’ s model
(T-S model) was proposed!!). Within the fuzzy models
stemming from T-S model, the global model output is
obtained through the center of gravity defuzzification that
is the interpolation of local model outputs. These func-
tional rule models allow us to describe analytically the
input-output relation of fuzzy system. However, these
fuzzy models have the following problems: those algo-
rithms are complex, the generalization performance of
algorithms are bad, and the on-line identification algo-
rithms are pot used.
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In view of those problems, this paper presents a gen-
eral method of fuzzy modeling based on fuzzy competi-
tive leaming. The competitive leamning adopts a principle
of leamning according to how well it wins!®. Based on
the fuzzy competitive leaming, the adaptive fuzzy infer-
ence is proposed to identify nonlinear system. Kalman
filtering algorithm is used to identify the parameters of
conclusion polynomials. To demonstrate the advantages
of the proposed method, the paper uses the method to
identify nonlinear systems and illustrates the satisfying
results in its last part.

2 Description of fuzzy model

In this section, we consider a system P(U,Y) as a
multi-input and multi-output system, U € R™, Y € RY.
For the multi-input and multi-output system; we divide
it into ¢ multi-input and single output system. Hence,
we only discuss a multi-input and single output system.


http://www.cqvip.com

250 Control Theory & Applications

Vol.20

We consider the following format for a multi-input

and single output systemm .

P . P
R:if z is Z;,r1; |5 R then

172

y =319, i=1,2,,c, (1a)

2y .
j = *= = 1/3;')"- = =B,

Do = Do

i=1 i=1

1-—”2—""'—”, iflz-z%l <,
Hio= i

0, if lz-zl > r,

(1b)
where R’ is the ith rule, z is the input vector, z = (x,,
X3s''*y%m) . Z is the ith centroid vector, z; = (%;,
£, 2 Em) (i = 1,2,-+,c).r; is the radius of the
corresponding input region. ¥ is the local output of the
ith rule. 7 is the input vector of conclusion part, z =
(1,%,,%5,"**, 2, ) 7. 6; is the conclusion parameter vec-
tor of the ith rule, 6, = (pig,pirs"*»Pim)". c is the
number of rules. ¥ is the output of fuzzy model.

In essence, the local linearization of input and output
of system is carried out by means of fuzzy model (1)
expressing nonlinear systems. It is obvious that || z —
%z || < r; represents the local input region of rules. If
any input sample point z belongs to a region or a few re-
gions, satisfying || Z - z; || < r;, then the union of in-
put regions of rules can cover the input space. Other-
wise, the union of input regions of rules does not have
to contain the whole input space. In general, if the input
region of each rule is determined by the experience of
skilled operators or experts according to the input
ranges, the union of input regions may equal the whole
input space. However, the identifying parameters {z;,
r;»0;} corresponding the input region of the each rule
are obtained by identification methods. Since the train-
ing sample points may not be enough to fill the whole
input space or the number of clusters takes a small num-
ber, the union of the partitioned input regions may be
inferior to the input space of system. As a result, the
adaptive fuzzy inference is proposed as follows.

While a new input datum belongs to a region of rules
or a few regions of rules, the general fuzzy reasoning is
used by means of Eq. (1). On the other hand, while a

new input datum does not belong to any region of rules,
the adaptive fuzzy inference is proposed through the fol-
lowing stepsm :
1) Select ada p;(0) = r;(i = 1,2,°-,¢),l = 1.
2) ada p;(1) = ada p;(1 = 1) + Ar;(i = 1,2,-,
), if z|l z(z) - z | < ada p;(1), then

RO

ada (1) 1% K= 05

pi =

3)If D p; = Oythenl = L+ 1, goto2); if D p
i=1 i=1

s 0, then
Zﬂi(;Tei)
i=1

2; Hi

For the above process, the radius of each input region
is gradually increased by the growth factor Ar; until the
certain region or regions contain the new sample point
z(t), satisfying |2 -z | < (14 D, A)r,.

3 On-line identification of fuzzy model

The goal of on-line identification of fuzzy model can
on-line update the parameters {%;,r;,6;!. The premise
parameters including Z; and r; of fuzzy reasoning rules are
determined according to the input data. The fuzzy clus-
tering with the fuzzy c-means algorithm (FRCM) has
been used for generation of the reference fuzzy sett?]
An advantages of this method is that it provides an auto-

§ =

matic way of forming of the reference fuzzy sets and
does not requires any initial knowledge about the struc-
ture in the data set. Unfortunately, the fuzzy clustering
is quite time-consurning and may not be suitable for on-
line modeling and control. In this paper, based on fuzzy
competitive leamning to on-line partition fuzzy space of
system, an on-line algorithm of fuzzy identification is
proposed .

The competitive learning method adopting a principle
of learning according to how well it wins is proposed.
The goal of competitive learning is to cluser the training
patterns into representative groups such that patterns
within a cluster are more similar to each than pattemns
belonging to different clusters. The fuzzy competitive
learning algorithm is that every training pattern belongs
to a certain degree of every cluster, depending on its
distance to the centroid vector. Based on the fuzzy com-
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petitive learning algorithm, the fuzzy space structure of
system is on-line partitioned.

The fuzzy competitive learning algorithm is shown at
follows!™! .

1) Select the number of clusters c(2 < ¢ < N), and
initial centroid vectors z;(i = 1,2,***,¢).

2) Determine the membership degree for any sample
point,

(M z(k) -5 1%\
e = [2( I=(k) - 3 gl @
3) Update centroid vector z;(i = 1,2,*",¢),
2t +1) = z(e) + plpa)[2(k) - £(2)],
(3)
where 7 is a leaning constant. z; represents the centroid
vector. z(k) represents the sampling value. The fuzzy
competitive leamning is used to modify the centroid vec-
tors for each training sample point from the above steps.
As a result, the calculating time becomes shorter and the
convergence speed becomes greater.

The radius r; of each input region not only determines
the size of each input region but also decides the over-
lapping degree between regions. For this reason, it is
important how to select the radius of each input region.
To update on-line the radius of each input region, first
of all, the overlapping degree A between region and re-
gion is given. Further, the radius of each input region is
calculated as follows:

T = P 12 ; 1 , 0 <

Based on the :bove process, the fuzzy partitioning
space of system and the radius of each input region call
be modified on-line.

The output of model (1) is expressed by the following
equations:

A<l (4)

e = 2Bk = X(k)6, (s)
i=1
X(k) = (ﬁ’{,,ﬁi‘,ﬁ’fx’{,,ﬁi‘x’{,,
Bhak, -, BExk), (6)
0 = (Plo:"':PcO:Pll,'",Pcl,"',le,"‘,Pcm)T,
(7)

where k represents the kth sampling. To estimate the pa-
rameter vector &, The static Kalman filtering algorithm is
used. Here, we apply it to calculate the parameter vector

6 as followst!) ;
Skar * X1t * (Yiar - Kiy1 * 6)
Q + Xk+l * Sk * XI+I

b

Orer = O +

(8)

Sk * XI+1 * Xk+l * Sk

Sk+l = Ok — T

Q+ Xio1 * S * Xjua
k=0111"'1n_11 (9)
where § is the parameter vector. 8y = zero ( zero repre-
sents zero vector). So = ol (I is an identity matrix and
a is a large positive number). Q = exp(- m/N)(m

represents the iteration counter and N is a constant).
Y&+1 is the real output of the £ + 1 sample point.

4 Simulation examples

Example 1 Consider the gas furnace data of Box
and Jenkins as a sample data*) . This data set is well
known and frequently used as a simulated example for
test identification algorithms. The data includes 296 cou-
ples of real values of input and output. The variable of
input is fluid velocity of gas, and the variable of output
is the concentration of carbon dioxide. We apply our ap-
proach to build fuzzy model based on the Box-Jenkins
data set. y(¢ - 1) and u(¢ - 4) are considered as input
variables. The sampling interval is 9 s. The number of
fuzzy rules is 4. The result is given as follows.

In Table 1, we compare our fuzzy model with other
models identified from the same data. It can be seen that
the performance of our model is superior to other models

Table 1 Comparison of our model with other models
Name of Tnout Number of Mean
system model Py fuzzy rules squared error

T ’
m::egl[ss] Y(:-1),u(e-4) 19 0.469
P ’
nlec[s]s Y(i-1),u(s-4) 81 0.32
Xu's
moderls) Y(t-1,ule-4) 25 0.328
Yoshinari’
s Y(-D,u(-3) 6 0.299
Our
o YG-D,u(i-4) 4 0.1007

5 Conclusion

This paper presents a general method of fuzzy model-
ing based on fuzzy competitive leaming. The fuzzy
competitive learning is used to modify to centroid vectors
for each training sample point. As a result, the input
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space of fuzzy system can be on-line partitioned. Based
on this method, Kalman filtering algorithm is used to
identify the parameters of conclusion polynomials. Sim-
ulation results demonstrate the calculating time becomes
shorter and the convergence becomes faster.
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